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Figure 1. Different operators in a power plant control room may have different mental 
models of plant functioning, and none may faithfully capture how the plant actually works. 
Illustration by Ronald T. Acklin, University of Dayton. 

Should an Interface Always Match 
the Operator's Mental Model? 
Kim Vicente 

Ouman factors professionals 
know that it is always 
important to design a 
human-computer interface 

to be compatible with the operator's 
mental model of the system to be 
controlled. Or is it? This article will 
critically examine the cognitive 
compatibility principle to determine if 
it is valid and useful for all types of 
application domains. In particular its 
usefulness will be evaluated for work 
domains that impose dynamic, objec- 
tive, environmental constraints (e.g., 
the positions of other aircraft and the 
terrain in aviation, and the laws of 
physics governing a nuclear power 
plant) on the goal-directed behavior of 

human operators. Following Vicente 
(1990), these work domains will be 
referred to as correspondence-driven. 
This article will conclude that in 
these cases cognitive compatibility is 
impotent without first establishing 
ecological compatibility. 

The Cognitive Compatability 
Principle 

Limitations of Mental Models 
In a review of advanced alarm and 

diagnostic systems for nuclear power 
plants, Kim (1994) provides a clear 
statement advocating the cognitive 
compatibility principle: "The comput- 

Continued on page 2 



GATEWAY 
erized systems for on-line manage- 
ment of plant anomalies must provide 
the operators with representations of 
plant functions that are compatible 
with their mental image of the plant, 
the so-called mental model or concep- 
tual model" (p. 293). This may seem 
like a logical and defensible claim, but 
it overlooks an important factor. What 
if the operator's mental model is 
incomplete, or even worse, incorrect 
in the sense that it does not faithfully 
capture how the plant actually works? 
Given the human factors design 
inadequacies in existing control rooms, 
and the fact that the control room 
design can shape operators' mental 
models, one can hardly take it for 
granted that deficiencies in operators' 
mental models do not exist. 
How useful would it be, then, to 
design an interface that is consistent 
with an operator's mental model but 
that describes the plant in a way 
that is incorrect or incomplete? The 
answer to this question should be 
self-evident since the laws of physics 
are unforgiving. 

For those who remain unconvinced, 
however, an anecdote from the 
nuclear industry should help to 
illustrate the limitations of the 
cognitive compatibility principle. 
One nuclear power plant vendor 
chose an exceptionally skilled 
operator to participate in the design 
of a new control room. This practice is 
consistent with existing theories of 
"participatory design" or "user- 
centered design," the goal being to get 
user input into the design process. 
This is a laudable goal and represents 
a distinct improvement over traditional 
design practices which essentially leave 
the user out of the design process. 
Nevertheless, the moral of this anec- 
dote is that it is possible to take this 
user-centered approach too far. 
When the new control room design 
was shown to other operators, the 
designers quickly realized that the 
design process they had adopted was 
faulty. The first valuable lesson they 
learned was that other operators did 
not think of the plant in the same way 

as the exceptional operator who was 
part of the design team. In fact, no two 
operators seemed to have the same 
mental model of the plant. This finding 
caused the designers to reflect more 
deeply upon the relationship 
between operators' mental models 
and the engineering laws and 
principles governing plant behavior. 
This reflective exercise revealed 
another valuable lesson, namely that 
all of the operator's mental models 
were limited in the sense that they 
contained misconceptions, omissions, 
or both. As a result, the control room 
in question had to be redesigned to 
reflect better the way in which 
the plant actually worked. Needless 
to say, this was a costly and time- 
consuming process. 

Functional Similarity and Mental 
Models 

Some readers might think that this 
critique of cognitive compatibility is 
self-evident. If this is the case, then 
one would expect that all prominent 
human factors theories would have 
incorporated these considerations. 
To determine whether this is the case, 
let's examine briefly the well-known 
proximitycompatibility'principle(VCP) 
(Wickens & Carswell, 1995). In a 
nutshell, the PCP states that the 
perceptual characteristics of displays 
should be designed to be compatible 
with the cognitive processes used by 
operators to perform a particular task. 
For example, if operators use two 
sources of information to complete a 
task, then the display should some- 
how integrate these data for the opera- 
tor. Conversely, if the operator focuses 
on a single source of information to 
complete a task, then that datum should 
be presented so that it is separate from 
other data. 

It is clear from the applications 
chosen to evaluate the PCP (e.g., 
aviation, process control) that it is 
intended to be applied to correspon- 
dence-driven work domains. Never- 
theless, Wickens and Carswell (1995) 
clearly advocate the cognitive 
compatibility principle. For example, 

in defining various forms of task 
proximity (which, according to PCP, 
dictate what type of displays should be 
designed), Wickens and Carswell 
(1995) discuss the concept of 
functional similarity, which they state 
"refers to the similarity of the units or 
objects being measured, as represented 
in the operator's semantic space" 
(p. 476, emphasis added). They then 
go on to state that "functional similar- 
ity could be derived from multi- 
dimensional scaling techniques 
eliciting the structure of the operator's 
semantic space or mental model 
of the displayed system" (p. 476, 
emphasis added). 

These recommendations made by 
the PCP are subject to the critique 
already presented above. Focusing on 
cognitive compatibility overlooks the 
fact that the operator's mental model 
may be incorrect or incomplete. 
Furthermore, basing a display on a 
"buggy" mental model can be a costly 
mistake, as the anecdote from the 
nuclear industry made clear. 

Inadequacy of the Information 
Processing Approach 

The cognitive compatibility principle 
focuses so much on the characteristics 
of the human operator that it virtually 
ignores the characteristics of the 
system being controlled. This can 
be a significant problem in correspon- 
dence-driven work domains that 
impose dynamic, objective, environ- 
mental constraints on productive 
operator behavior. 

What might be the cause of this 
oversight? The reason seems to be that 
the cognitive compatibility principle is 
based on an information-processing 
approach to human factors (e.g., 
Wickens, 1992). This approach begins 
with, and devotes most of its 
theoretical energy to, analyzing and 
describing human characteristics. As a 
result, the information processing 
approach tends to underemphasize 
the design relevance of the environ- 
ment in which behavior takes place. 
This can be seen by contrasting the 
traditional   information-processing 
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approach with a more recent alterna- 
tive, the ecological approach to 
human factors (Flach, Hancock, Caird, 
& Vicente, 1995; Hancock, Flach, Caird, 
& Vicente, 1995). 

The Ecological Approach 

The ecological approach to human 
factors is based on the concepts devel- 
oped within ecological psychology 
(Brunswik, 1956; Gibson, 1979). 
Interestingly, this approach has strong 
ties with systems engineering as well 
(cf. Meister, 1989). More important for 
the purposes of this article is the fact 
that the ecological approach has 
several characteristics that distinguish 
it from traditional approaches to 
human factors based on information 
processing psychology (Vicente, 1995). 
Whereas more traditional approaches 
(e.g., Wickens, 1992) tend to put a 
great deal of emphasis on analyzing 
human characteristics, the ecological 
approach (e.g., Rasmussen, Pejtersen, 
& Goodstein, 1994) puts much more 
emphasis on analyzing the interaction 
between people and their environ- 
ment. It is important to note that the 
term "environment" here is used in a 
very broad sense. Depending on the 
domain of application and the 
question of interest, the environment 
can be the physical properties of a 
workplace (e.g., lighting, heat, humid- 
ity), the demands of the tasks that 
people are required to perform (e.g., 
landing vs. take-off in aviation), the 
structural characteristics of the work 
domain people are interacting with 
(e.g., flexible manufacturing system, 
nuclear power plant), the values and 
organizational structure of the com- 
pany they work in (e.g., safety culture, 
matrix organization, respectively), and 
even the nature of the climate that 
governs the particular industry of which 
people are a part (e.g., how tightly 
regulated the industry is, how many 
companies are competing for the 
same market). One of the fundamental 
commitments of the ecological 
approach is that it is not possible to 
understand human behavior without 

simultaneously understanding the en- 
vironment in which people are acting. 

Consequently, the ecological 
approach demands that we explicitly 
analyze the constraints that the 
environment imposes on behavior 
(in addition to investigating the 
characteristics of people). Even more 
strongly, however, the ecological 
approach claims that it is important to 
begin by analyzing the environment 
before analyzing what people are 
doing, or how they are doing it, or 
what they know. This provides a strong 
contrast to the information-processing 
approach to human factors, which 
focuses primarily on the individual. 
This difference can be observed in the 
familiar flow diagrams illustrating the 
various stages of human information 
processing (e.g., sensation, percep- 
tion, attention, working memory, long- 
term memory, decision making, 
problem solving, planning, motor 
control). Not only does the environ- 
ment in which behavior takes place 
not play a central role in these 
diagrams, but in many cases, the 
environment is not even explicitly rep- 
resented (except perhaps in a very 
spartan manner by a feedback loop 
from motor control to sensation). 

Relevance to Interface Design 
What does the ecological approach 

have to say about how interfaces should 
be designed for correspondence-driven 
work domains? Instead of focusing 
exclusively on cognitive compatibil- 
ity, this approach suggests an 
ecological compatibility principle, the 
design process should begin by 
ensuring that the content and structure 
of the interface are compatible with 
the constraints that actually govern the 
process to be controlled. In doing so, 
the goal is to ensure that operators will 
acquire a veridical mental model of 
the work domain, so that their under- 
standing corresponds, as closely as 
possible, to the actual behavior of 
the system. This is not to say that 
psychological considerations are not 
important. Whereas the content and 
structure of the interface are dictated 

by ecological considerations, the form 
of the interface should be designed to 
be cognitively compatible with the 
properties of human cognition, action, 
and perception. 

One can generalize this argument to 
any application domain where there is 
an external reality-outside of the 
person and the computer-that 
imposes dynamic, goal-relevant 
constraints on meaningful behavior 
(Vicente, 1990). For these correspon- 
dence-driven work domains, opera- 
tors' mental models should correspond 
with this external reality and thus the 
interface should be based on the 
ecological compatibility principle. 
There are many examples of such 
domains aside from the prototypical 
example of nuclear power. To take but 
one, in aviation it is important that 
pilots' mental models of how the 
aircraft functions, of geometric 
constraints in 3-D space, and of the 
flight management system (FMS) be 
accurate. Thus interfaces displaying 
the status of aircraft systems, air traffic, 
and the FMS should be based on the 
constraints that describe how these 
entities actually work, not on how 
pilots might think they work. Adopt- 
ing the cognitive compatibility 
principle would support the operator's 
mental model, but would eventually 
lead to a rude awakening when the 
pilot's assessment of a situation does 
not correspond to what is actually 
going on. 

Potential Counterarguments 

To avoid any misconceptions, it is 
important to address head-on several 
potential objections to this critique. 
First, it could be argued that I have 
presented a straw man. After all, how 
could anyone possibly advocate 
designing an interface based on a 
grossly incorrect operator mental 
model? The only way to determine if 
I have misrepresented others' views is 
to look closely at the words they use. 
It is certainly true that neither of the 
papers cited earlier in the discussion 

Continued on page 4 
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of the cognitive compatability prin- 
ciple directly states that interfaces 
should be designed according to 
system models that are incorrect or 
incomplete. However, it does not 
follow that those papers reflect an 
appreciation for the importance of the 
ecological compatibility principle. The 
fact of the matter is that Wickens and 
Carswell (1995), for instance, never 
explicitly state that a display should be 
designed to be compatible with the 
way the system actually works. 
Moreover, the words that they do use 
(see above) indirectly conflict with 
such an assertion. 

Second, it could be argued that 
operators' mental models do not have 
to be exactly accurate. As long as they 
are "close enough," then performance 
may not suffer. This may be true for 
the set of situations that operators 
encounter frequently and to which 
they have adapted. However, accident 
analyses have repeatedly shown that 
when unfamiliar, abnormal events that 
are outside of operators' adaptation 
boundaries occur, the divergence 
between operators' mental models and 
the actual behavior of the system be- 
comes practically significant and greatly 
jeopardizes system safety (Rasmussen, 
1986). Thus "close enough" may be 
good enough most of the time, but in 
systems where the consequences of 
error have enormous financial, safety, 
and environmental implications, a more 
cautious and thorough approach to 
interface design is required. 

Third, one could argue that there 
are several different correct mental 
models for any system with objective 
characteristics. This is absolutely 
correct, but it does not invalidate the 
critique of cognitive compatibility 
presented above. After all, just be- 
cause there are several equally faithful 
mental models does not mean that 
designers can assume that operators 
have one of those models. It is always 
important to make sure that the system 
model serving as the basis for interface 
design captures the way in which the 
system actually works. 

This latter point opens the way for 

integrating ecological compatibility and 
cognitive compatibility. It should be 
clear by now that cognitive compat- 
ibility is of little use unless ecological 
compatibility has already been estab- 
lished. That is, making an interface 
compatible with an operator's mental 
model will not do much good if that 
model does not correspond with the 
way the system actually works. 
However, given that ecological 
compatibility has been ensured, 
cognitive compatibility provides a 
useful way of closing the remaining 
degrees of freedom in interface 
design. Bringing together these two 
principles in this order is productive 
because it ensures that interfaces will 
present operators with the informa- 
tion they need to develop accurate 
mental models in a form that is 
compatible with existing knowledge 
of human cognition. 

Conclusion 

Designing a human-computer inter- 
face so as to be compatible with the 
operator's mental model of the system 
to be controlled is inappropriate for 
applications domains where there is 
an objective reality imposing dynamic, 
goal-relevant constraints on meaning- 
ful behavior. In these cases, it is more 
appropriate to begin the design 
process by creating an interface that is 
compatible with the actual constraints 
of the environment. Only then will 
cognitive compatibility have any 
potency as a design principle. 
This observation follows directly from 
the ecological approach and shows 
the limitations of the more traditional 
information-processing approach to 
human factors. Moreover, this illus- 
trates that the ecological approach can 
make significant contributions to our 
discipline that build upon those of 
more traditional approaches. • 
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Springs, OH  45387. Tel: 937-767-7226, 
Fax: 937-767-9350, Email: bbradt@aol.com 

April 1-3, 1998 
Cirencester, Gloucestershire, UK 
1998 Annual Conference of the Ergonomics 
Society. Contact Conference Manager, 
The Ergonomics Society, Devonshire House, 
Devonshire Square, Loughborough, Leics 
LEU 3DW, United Kingdom. Tel & Fax: 
+44-1509-234904, WWW: http:// 
www.ergonomics.org.uk/ Abstracts of papers 
are due September 26, 1997, and camera- 
ready papers are due Januar)! 2, 1998. 

September 14-17,1997 
Marseilles, France 
Seventh International Conference on Vision 
in Vehicles. Contact VIV7, Applied Vision 
Research Unit,University of Derby,Mickleover, 
Derby DE3 5GX, United Kingdom. 
Tel & Fax: +44-1332-622287, Email: 
avru@derby.ac.uk, WWW: http://www- 
hcs.derby.ac.uk/avru/ 

November 3-6, 1997 
Orlando, FL, USA 
20th Anniversary and 39th Biennial Meeting 
of the US Department of Defense Human 
Factors Engineering Technical Advisory 
Group (DoD HFE TAG). Contact Sheryl 
Cosing, 10822 Crippen Vale Court, Reston, 
VA  20194. Tel: 703-925-9791, Fax: 703-925- 
9644, Email: sheiy4ynn@aol.com 
The meeting is open to all government 
personnel and others by specific invitation. 

May 17-20, 1998 
Amsterdam, The Netherlands 
4th World Conference on Injury Prevention 
and Control: Building Partnerships for Safety 
Promotion and Accident Prevention. Contact 
Conference Secretariat, Injury Prevention & 
Control, PO Box 1558, 6501 BN Nijmegen, 
The Netherlands. Tel: +31-24-323-44-71, 
Fax: +31-24-360-11-59, WWW: http:// 
www.consafe.nl/conference/ 

Notices for the calendar should be sent at least four months in advance to: 
CSERIAC Gateway Calendar, AL/CFH/CSERIAC Bldg 248, 2255 H Street, Wright-Patterson AFB OH 45433-7022 
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The CSERIAC Interface 
In Search of a Functional Relationship 

Aaron "Ron" Schopper 

Oou and your spouse or 
"significant other" have 
one; the arrangement of 
the furniture in your home 

or apartment likely reflects one; but 
can the human factors profession 
define one? "Functional relationship," 
that is. 

We've been working on a forthcom- 
ing state-of-the-art report (SOAR) 
pertaining to computational models of 
human performance as relates to the 
layout of controls and displays. 
In reading the materials associated 
with that topic, the terms "functionally 
related" and "functional relationships" 
were encountered with some 
frequency. Wanting to pin this con- 
cept down, I thought it might help if 
we included the definition for same. 
And wanting to use a definition that 
reflected the human factors/ 
ergonomics profession, I first decided 
to examine the mainstream human 
factors references (i.e., popular HF 
texts and handbooks) to determine 
how they defined this concept. 
Accordingly, I searched the subject 
index of each that I could find on the 
library shelves and, to my surprise, the 
term "functional relationship" did not 
appear in any of them. I then 
examined James H. Stramler's The 
Dictionary for Human Factors/Ergo- 
nomics (Ann Arbor: CRC Press, 1993). 
Therein I found definitions for 17 
different "functional xxxs" (ranging 
from "Functional Analysis Systems 
Technique [FAST]" and "functional 
anatomy" [p. 125] through "functional 
leg length" [p. 126] to "functional 
vibration" [p. 126]), but none for 
"functional relationship." And lastly, I 
consulted the DoD's principal refer- 
ence to the topic at hand: MIL-HDBK 

1908, Department of Defense Hand- 
book for Definitions of Human Factors 
Terms (December 11, 1995) and 
obtained the now-anticipated result: 
no listing. Given the consistency of 
these negative findings, one is tempted 
to ask if "functional relationship" is a 
viable human factors concept. 

Returning to the specific human 
factors topic of control and display 
layout, other frequently cited 
approaches appear to be less 
ambiguous and more readily 
differentiable, e.g., frequency-of-use, 
sequence-of-use, importance. Each 
seems reasonably intuitive (albeit math- 
ematical formulae abound for some), 
and the general process for deriving 
the information needed can be readily 
appreciated. 

However, such was not the case for 
functional relationship. In some in- 
stances it seemed to be used in lieu of 
another term that would have been 
more informative (e.g., sequence of 
use). In others, it appeared to have 
been used as the equivalent of some 
unstated but potentially investigable 
set of relationships-a sort of umbrella 
term or shorthand for a yet-to-be-done 
set of multivariate analyses. 

We (within the human factors 
community) all know what a 
functional relationship is. I verified 
that with my colleagues in the office 
before I pursued the somewhat more 
"academic" approach of looking 
through the better-known human 
factors references. Each individual I 
spoke with believed that he or she 
knew what a functional relationship 
was, but just how to articulate same 
seemed problematic. 

Perhaps I've missed something, but 
functional relationship seems to be 

useful only as an umbrella concept 
whose use would be acceptable 
(otherwise unexplained) when one 
addresses lay groups and wishes only 
to assert that an underlying rationale 
exists for the layout of a particular set 
of controls and/or displays-but not 
wanting to describe same in more 
precise, technical terms. However, 
without undertaking additional 
investigation or analyses (and 
reporting same), I don't believe that it 
contributes to our knowledge-or 
advances our cause-when used in an 
explanatory context within our 
professional communications and 
reports. (And I believe much the same 
regarding the broad, unamplified use 
of the concept importance, and 
several others that have crept into our 
human factors vocabularies-but 
perhaps another day.) 

Any reaction? I admit my "research" 
was very limited, and I'm sure my 
opinions are not shared by all. 
Moreover, I acknowledge that there is 
considerable "straw" in my discussion- 
but straw men can be interesting if for 
no other reason than to discover the 
intellectual match needed to set them 
ablaze and cause their demise. Come 
on! Jump in! Provide clarification or 
offer a different perspective or 
opinion. Give us an alternative 
definition (e.g., your own or one you 
were able to find in a journal article 
or other, more focused source). 
The most interesting, insightful, and/ 
or amusing responses will be reported 
and acknowledged. • 

Aaron "Ron" Schopper, Ph.D., is 
the Chief Scientific and Technical 
Advisor for the CSERIAC Program 
Office. 
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Dear CSMC. 
I o show the diversity of support 

that CSERIAC provides, this 
column contains a sampling of 
some of the more interesting 
questions asked of CSERIAC. 
In response to these questions, 
CSERIAC conducts literature and 
reference searches, and, in some 
cases, consults with subject 
area experts. These questions 
were compiled by Debra Urzi, 
Human Factors Engineer. If you 
would like to comment on any of 
these questions or issues related 
to them, please write to "Dear 
CSERIAC" at the address found 
on the back cover of Gateway. 

■ A human factors consulting firm in California requested a Review and Analysis 
to explore the basic human factors data and information available that could 
influence early decisions concerning the driver's role in the automated highway 
systems of the future. 

■ A representative of a British company contacted CSERIAC requesting information 
on the measurement of situation awareness in virtual environments, particularly, 
the use of the measuring tool SAGAT. 

■ CSERIAC received an inquiry regarding the readability of black text on white 
and colored background in both computer and hardcopy applications. 

■ A member of the US Naval Submarine Medical Research Laboratory requested 
information about the effects of automation on humans. 

■ The US Air Force Fitness Program Office asked CSERIAC to investigate, 
analyze, and document information on the standards of assessing aerobic 
performance. 

■ CSERIAC was asked by US Army Simulation, Training and Instrumentation 
Command (STRICOM) to provide information regarding the dynamics of 
designing training systems that target the type of materials to be learned as 
opposed to the "one-size-fits-all" approach. 

■ An Atlanta, Georgia human factors consulting firm asked CSERIAC for 
information regarding different strategies for navigating through moving map 
displays. 

■ A student at the University of Dayton requested information that could be used 
in testing and evaluating a workstation for those with disabilities. 

■ Information pertaining to eye dimensions and facial anthropometry for Latin 
and Native Americans was requested from CSERIAC. 

■ A representative of a major automobile manufacturer near Dayton, Ohio 
contacted CSERIAC to determine the human factor issues that should be 
considered regarding job rotation frequency. 

■ A designer from Cincinnati, Ohio, requested information to be used to 
determine a way of calculating an appropriate movement time for a new safety 
feature of a pneumatic nailer. 

■ CSERIAC was asked by a US shoe manufacturer to research any possible 
benefits to wearers of cushioned work shoes. 
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Armstrong Laboratory Human Engineering Division Colloquium Series 
Information Visualization and Information Foraging 
Stuart Card 

Editor's note: Following is a synopsis of 
a presentation by Dr. Stuart Card, 
Xerox Palo Alto Research Center, CA, 
as the third speaker in the 1996 
Armstrong Laboratory Human 
Engineering Division Colloquium 
Series: Human-Technology Integration. 
This synopsis was prepared by Michael 
Reynolds, Senior Human Factors En- 
gineer, CSERIAC Program Office. JAL 

©r. Card defined "large-scale 
cognition" as "the applica- 
tion of intelligence to tasks 

that have lots of bits of information ... 
in particular, to interfaces that contain 
hundreds of bits instead of the tens of 
bits typically presented in a Windows 
graphical user interface." 

To illustrate the large-scale cogni- 
tion concept, Card spoke of the 
explosion in information, specifically 
in terms of the number of available 
scientific journals. While the number 
of journals has been increasing by a 
factor of ten every fifty years, human 
capacity has remained constant. 
Vanevar Bush noted as early as 1945 
that "the investigator is staggered by 
the findings and conclusions of 
thousands of other workers— 
conclusions which he cannot find time 
to grasp, much less to remember, as 
they would appear." Bush developed 
the Memex desk (see Fig. 1) that, while 
not a commercial success, demon- 
strated his vision of using technology 
to make it possible to comprehend 
and deal with huge amounts of 
information. The Memex desk spawned 
numerous research projects that have 
led to advances in computer graphics, 
hypertext, and graphical user 
interfaces. 

The evolution of information- 
processing  capability begins with 

Figure 1. The Memex desk. Illustration by Ronald T. Acklin, University of Dayton. 

writing, and progresses through 
Codex, printing, typewriter, copier, 
fax, personal computer, visual com- 
puting, and the world-wide web. These 
inventions are attempts to deal with 
the growth of information. Humans 
are "informavores" in Card's words; 
they use large amounts of information 
to generate some resulting output. The 
critical resource therefore is time. 
Herbert Simon has said that "informa- 
tion consumes the attention of its 
recipients and hence a wealth of infor- 
mation creates a poverty of attention 
and a need to allocate efficiently among 
the overabundance of information 
sources that might consume it." 

Thus while information is rapidly 
increasing, the goal is not to create or 
unleash more information, but to gain 
more insight from the information 
per unit time. Card described the 
process of gaining information 
insight efficiently as a "knowledge 
crystallization task" (see Fig. 2) and 

broke this task down into three sub- 
components: information foraging, 
sensemaking, and knowledge product 
(a decision, action, or document). 

Large complex cognitive tasks have 
to be accomplished "outside the head" 
as the human quickly runs out of 
working memory. What is needed is a 
better coupling between the human 
and the information. To accomplish 
that, the next generation of user 
interfaces (UI) will have several 
advanced characteristics. For example, 
the UI will be perceptually loaded to 
reduce cognitive load and have a richer 
perceptual vocabulary. The UI will 
allow for human time-layered 
interaction, that is, a higher quality of 
display wherein information 
transfer rates are matched to the 
human's abilities. 

Card   identified  four  ways   to 
enhance the complex cognition task. 
The first is through information space 

Continued on page 10 

o VOLUME VIII: NUMBER 1 (1997) 



1 
GATEWAY 

visualization methods, for example 
three-dimensional mapping tech- 
niques, cone trees, and hyperbolic 
browsers. 

Second, workspace visualization 
methods can be developed, workspace 
being defined as a special environ- 
ment in which the cost structure of the 
needed materials is tuned to the 
requirements of the work process us- 
ing them. The workspace visualization 
method is based on the locality of 
reference principle, that is, the prob- 
ability of using a piece of information 
determines it locality. An information 
workspace is modeled by a cost- 
of-knowledge characteristic function; 
a system that allows more information 
in a given period of time is, of course, 
a better system. 

The third enhancement method 
comprises sensemaking visualization 
tools. These tools allow the user to 
manipulate the retrieved information 
to understand the sub-pieces more 
rapidly (for example, through more 
efficient zooming). Tools can be 
provided to allow one to swap 
between general context views and 
focused views. 

Fourth are document visualization 

Characteristics 

B Lots of information 

B Ill-structured task 

B Interpretation 

B Well-defined output 

Examples 

B Writing a newsletter 

B Buying a car 

B Intelligence 

B Weather forecasting 

Information 
Foraging 

1 
Sensemaking 

i 
Knowledge 
Product 

B Decision 
B Action 
B Document 

Figure 2. The knoivledge aystallization task. 

tools that allow the user to vary the 
level of detail and create multiple 
threads. A Xerox concept, which 
employs many of these four enhance- 
ment techniques, presents an office 
workspace analogy (see Fig. 3) that 
shows a bookshelf, books, pages of 
the book, and a desk. The system 
employs a gesture navigation system 

that allows the user to turn pages of a 
displayed book as well as view many 
pages simultaneously. A well book/ 
forager example was presented which 
uses a book analogy for web pages. 
Pages can be flipped through, mul- 
tiple pages viewed simultaneously, 
and individual pages can be scrolled if 
desired. 

In summary, as information is 
increasing, the goal is not to acquire 
more information but to gain more 
insight in the available time. Complex 
cognition is enhanced by manipulable 
displays, especially computers through 
information space visualization, 
workspace visualization, sensemaking 
tools, and document visualization. Card 
touched briefly on two other theories 
being examined in the context of the 
complex cognition task, information 
foraging theory and sensemaking 
theory, as they are being applied to the 
work at Xerox. 

Finally, Card answered several 
questions in areas such as marketplace 
applications of his work and provided 
more specific explanations of 
concepts. • 

Figure 3. Document visualization tools developed by Xerox. Illustration by Ronald A. 
Acklin, University of Dayton. 
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Armstrong Laboratory Human Engineering Division Colloquium Series 
A Conversation with Stuart Card 
Rueben L. Hann 

Editor's note: The following is an 
edited transcript of a conversation with 
Dr. Stuart Card, Xerox Palo Alto 
Research Center (see Fig. 1). He spoke 
on "Information Visualization and 
Information Foraging" as the third 
speaker in the 1996 Armstrong 
Laboratory Human Engineering 
Division Colloquium Series: Human- 
Technology Integration. The inter- 
viewer was Dr. Lew Hann, former 
CSERIACCOTR.JAL 

OSERIAC: I see your initial 
training was in physics. 
How did you get involved 

in psychological research? 
Dr. Card: Well, while I was an 

undergraduate, Herb Simon came to 
our campus, and I became quite inter- 
ested in the kind of things he was 
talking about—things which were sort 
of like artificial intelligence. So I went 
to Carnegie-Mellon to study with him 
and Alan Newell as part of the 
Systems and Communications Sciences 
program;   it   didn't       
seem to matter which 
part of it you were 
in. Then, as soon 
as I got there, the 
program terminated. 
So I essentially in- 
vented my own pro- 
gram of study. 

Tom Moran and I 
later went back to 
Carnegie-Mellon to 
try to set up an applied psychological 
science program—one where you 
could do practical things, where you 
could use psychology in the same way 
you use chemistry and physics. You 
would help design products, apply for 
patents, and such. 

CSERIAC: You are in an unusual 

situation, doing basic research within 
a corporate structure. Do you find this 
to be an advantage? 

Dr. Card: Yes, I always wanted to 
do basic science on the one hand, but 
on the other hand I wanted to couple 
it to an actual application. I believe 
that doing just basic science without 
having an applied product come out of 
it is not enough. The application of the 
science is part of the proof of whether 
the concept is good enough. Just pub- 
lishing the results of the basic research 
is not a strong enough test. 

CSERIAC: I heard you use the 
expression "augmented reality" earlier 
today. How is this different from 
"virtual reality?" 

Dr. Card: Work stations and com- 
puters today are delicately poised 
between two different kinds of reali- 
ties—physical reality on one hand, 
and electronic reality on the other— 
that is, what is outside the machine 
and what is inside. Moving between 
these two realities is not very easy. 
There are three ways of fixing that. 

I believe that doing just basic science without 
having an applied product come out of it is 
not enough. The application of the science is 
part of the proof of whether the concept is good 
enough. Just publishing the results of the basic 
research is not a strong enough test. 

One way is to go off into virtual reality. 
So you get rid of physical reality en- 
tirely. You put things on people's eyes 
and every other sensory input pos- 
sible, so there is as little "leakage" of 
the real world as possible. This creates 
the homogeneous world you want. 

Another way to do it is to use 

Figure 1. Stuart Card, Xerox Palo Alto 
Research Center, CA. 

"embedded virtual reality," or "ubiqui- 
tous computing" where the computa- 
tion is embedded. So, you never see a 
computer; the computer is embedded 
in the physical objects. The result once 
again is a homogeneous world. 
  There is an interest- 

ing third possibility, 
using "augmented 
reality." Here things 
are partly in both 
worlds. An example 
is the use of a "cave," 
where virtual reality 
is projected on 
screens all around 
you, so it seems like 
you are in the space. 

But on the other hand, you can see 
your pencil in front of your eyes, you 
can talk to other people, you can take 
notes. So you have a part of the 
physical reality also. There are about a 
dozen different ways to create 
augmented realities. 

Continued on page 12 
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Augmented realities have the 

advantage that you don't have to spend 
your whole working day with goggles 
on. I don't think I would like that. 
However, for specialized environments 
like working in space, where you need 
to have everything in the helmet, where 
you want to do a particular data analy- 
sis task, then I could see the advantage 
of a pure virtual reality approach. 

CSERIAC: I know you were in- 
volved in the commercial develop- 
ment of the mouse as an input and 
control device. After all these years, it 
still shows no evidence of being 
replaced by another apparatus, even 
though many alternatives have been 
developed. The mouse is not dead. 

Dr. Card: Certainly not. I did the 
original human factors study for the 
mouse. Xerox management was very 
reluctant to introduce it commercially. 
We did the usual human factors 
empirical studies to show the viability 
of the mouse, but the thing that won 
them over was the use of theory to 
explain why the performance was like 
it was. 

We discovered the performance for 
the mouse was described by Fitts Law. 
Not only that, but the slope of the 
curve was roughly the same as that of 

the unaided hand. So that meant that 
the limitations of the mouse were not 
in the mouse, but in the eye-hand 
coordination system of the human. 
And that meant, if you put out the 
device on the market, somebody was 
not going to come along and just do a 
better device six months later and 
knock you out of the market. It meant 
that the mouse probably had staying 
power. Well, it turns out that it's true. 
It came out in 1983 and here it is still 
in use 14 years later. 

CSERIAC: And that's in spite of all 
the alternative devices offered over 
the years. 

Dr. Card: Yes, and the variations 
are not as good as the mouse in terms 
of actual performance. This is an 
example of something built on the 
theory established here [at the 
Armstrong Laboratory] in 1954. 
Because that theory existed, when we 
were looking at a particular device, we 
could understand its performance 
characteristics. We could use the theory 
to characterize the device in a way that 
is much more possible than with simple 
empirical studies. 

There is a theme here. That is, one 
of the limitations of empirical studies 
in human factors—where you com- 

pare System A to System H—is that if 
you don't understand wbyyou got that 
difference, then you really don't un- 
derstand much, because if you change 
the context, you may get a different 
answer. However, if you have some 
sort of theory that says why you got 
that difference, then you have more 
confidence that you understand where 
that difference comes from. Now you 
can move that with more assurance to 
some other context, and you can make 
projections which go further. We could 
then use the theory to do very rapid 
evaluations. All we had to do was 
estimate the parameters of the Fitls 
Law slope. We discovered, for 
example, that the electronic circuitry 
of the first system Xerox was prepar- 
ing to market wasn't adequate at the 
peak velocities of the mouse. Nobody 
knew what these peak velocities were, 
but we could calculate it from the 
theory. So we made them go back and 
put in a more expensive circuit, 
because we could predict what the 
limitations were going to be. Inciden- 
tally, we did this over lunch; we did 
not launch a six-month study. 
We were able to think it through by 
using the theory which was the basis 
of human performance in this task. • 
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Aircraft Mishap Investigation: 
A Role for Human Factors Consultants 
Maj Raymond E. King 

A Til A hen is an accident not an 
^Ä'A'^P "accident?" When an air- 
^^M^ craft crash or other 

misadventure is investigated to 
prevent reoccurrence, rather than to 
assign accountability or responsibility, 
it is termed a "mishap." If a cause can 
be identified, then steps toward future 
prevention of a similar situation can be 
taken. The chart below (see Fig. 1) 
shows a decreasing, but still signifi- 
cant, number of aircraft mishaps which 
underlies the importance of better 
understanding the causes of mishaps. 

The Air Force promptly, but care- 
fully, investigates and catalogs all inci- 
dents that cause damage to flying 
assets or injury to persons. The most 
serious are termed Class A mishaps 
and involve a fatality or loss of an 
aircraft or damage of at least one 
million dollars, and they always result 
in convening a Safety Investigation 
Board (SIB). The SIB is typically 
assembled from individuals within the 
mishap major command (MAJCOM), 
but from a different base than that of 
the mishap crew and aircraft, who 

meet at the Air Force base closest to 
the mishap cite. Less serious mishaps 
also receive scrutiny, but on a more 
local level. 

To ensure maximum cooperation, 
privilege, or the ability to give anony- 
mous testimony, is granted to wit- 
nesses so that problems or other con- 
cerns may be reported without fear of 
career loss or legal repercussions. An 
SIB differs from an Accident Investiga- 
tion Board, which is conducted for 
administrative purposes-assigning 
accountability or responsibility. 
Information gleaned by the Accident 
Investigation Board can be used for 
legal purposes; witnesses are sworn 
and are not granted privilege. Most 
information gleaned during the SIB 
cannot be used by the Accident 
Investigation Board. 

While the MAJCOM owning the 
mishap aircraft conducts the investiga- 
tion, the Air Force Safety Center, head- 
quartered at Kirtland Air Force Base, 
NM, provides guidance and consulta- 
tion. Often a human factors consult- 
ant, perhaps from outside the mishap 

MAJCOM, must be quickly identified 
and put to work to determine why a 
mishap occurred and how to avoid a 
future similar event (see Fig. 2). 

Human factors are responsible for 
approximately two thirds of all USAF 
mishaps, including incidents where a 
human did not initiate the problem, 
but also did not intervene to change 
the course of events. Moreover, 
"human" is not synonymous with 
"pilot" or even aircrew member. We 
need to look at the contribution of 
maintenance, aircraft design, training, 
procedures, air traffic control, and the 
culture of the flying squadron. Does 
the unit value completion of the 
mission regardless of the sacrifice 
involved? Or does the unit stress safety 
first, to the point of frequently failing 
to complete the mission on time? Most 
flying organizations will, of course, fall 
somewhere between these two 
extremes. 

While most Air Force aircraft 
mishaps involve some degree of 
human error in the chain of events 
leading to the mishaps, human factors 
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Figure 1. USAF Class A flight mishaps for government fiscal years 1975-1996. 
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Figure 2. Human factors experts, and other investigators, face a puzzle that may initially 
seem unsolvable. 

consultants are not presently formal 
members of mishap boards. Instead, 
boards are primarily composed of 
aviators. Flight surgeons serve as the 
sole human factors expert on mishap 
boards and are simultaneously often 
dealing with the logistics of pathology 
of the victims (e.g., identifiying 
remains, preparing tissue samples for 
analysis, etc.) and their own reactions. 
They frequently consult human 
factors experts, either with a focused 
question, or request that a human 
factors expert (usually an active duty 
aerospace physiologist or clinical 
psychologist) join the Board for the 
entire duration of the investigation 
(approximately 30 days). 

Human factors experts should not 
underestimate their usefulness as 
scientists. The SIB members are rated 
aviators and are thus prone to the 
same defenses as all aviators (more so 
in this threatening and stressful time). 
Human factors experts can teach them 
about the danger of drawing general 
conclusions from low base-rate events. 
In addition, pilots typically attribute an 
accident to the pilot as opposed to the 
aircraft. Human factors experts can 
help here by challenging the 
attributions  that  pilots  may  make 

regarding the nature of the accident. 
The final product of the Board's 

labor is a 15,000 to 20,000 word 
document, compiled by a group of 
former strangers during an average of 
thirty days of intensive work. 
The document is then briefed to the 
convening authority (typically a four- 
star general); the Chief of Staff of the 
Air Force and the Secretary of the 
Air Force may also be briefed. 

The report details what happened, 
how it happened, and why it 
happened, with recommendations to 
avoid reoccurrence. The research and 
development community may become 
involved with the remedy of design, 
procedural, and training deficiencies. 
While the entire report is not 
releasable, information may be 
"sanitized" (i.e., removing identifying 
and incriminating information) and 
briefed to aviators and other 
personnel in the aviation community 
to provide lessons learned to avoid 
reoccurrence, proving that those who 
learn from history are not condemned 
to repeat it! • 

Copies of the report A Human 
Factors Guide for Consultants to USAF 
Aircraft Mishap Investigations are 

available through: 
Defense Technical Information 

Center (DTIC-BR) 
8725 John J. Kingman Road 

Suite 0944 
Ft Belvoir  VA   22060-6218 
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YOUR HUMAN FACTORS 

Teaching TOOL for the 

CLASSROOM on CD-ROM 

CASHE : PVS 
(Computer Aided Systems Human Engineering 

Performance Visualization System) 

CASHE made human factors concepts come to 'life' 
when the book just couldn't do it." 

Capt Terence Andre-Assistant Professor of 
Behavioral Sciences, USAF Academy 

CASHE enhances your understanding of human factors by combining text, graphics, sound, 
and animation. With CASHE, you can manipulate human performance variables, such as 
vibration, using the built-in test benches. CASHE has 11 of these test benches to enhance your 
understanding of human factors involving motion, sound, speech, and vision. 

Human Performance data is easily accessible with CASHE. You get complete, hyperlinked 
electronic versions of the Engineering Data Compendium, MIL-STD-1472D, and the eleven 
Perception and Performance test benches on CD-ROM. 

Now, it's all in one place. And it's available to you. 
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Sample screen from the Display Vibration Test Bench. This test bench allows 
manipulation of vibration frequency and magnitude, as well as vibration source, 
vibration axis, vibration waveform, and type of display. You can then view a display 
that simulates how these vibration conditions affect the legibility of the display. 
Other test benches include Auditory Sensitivity, Flicker Sensitivity, Manual Control, 
Motion Perception, Sound Localization, Speech Intelligibility, Visual Acuity, Visual 
Optics, Visual Search, and Warnings and Alerts. 

Call 937/255-3880 to order 
System requirements: CASHE is designed to operate on the Macintosh®. 
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Crew System Ergonomics Information Analysis Center is 
sponsored by the Department of Defense, Defense Technical 
Information Center (DTIC), technically managed by the Armstrong 
Laboratory Human Engineering Division, and operated by the 
University of Dayton Research Institute. 
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CSERIAC 
PRODUCTS AND 
SERVICES 

CSERIAC's objective is to acquire, 
analyze, and disseminate timely infor- 
mation on crew system ergonomics 
(CSE). The domain of CSR includes 
scientific and technical knowledge and 
data concerning human characteris- 
tics, abilities, limitations, physiologi- 
cal needs, performance, body dimen- 
sions, biomechanical dynamics, 
strength, and tolerances. It also en- 
compasses engineering and design 
data concerning equipment intended 
to be used, operated, or controlled by 
crew members. 

CSERIAC's principal products and 
services include: 

■ technical advice and assistance; 
■ customized responses to biblio- 

graphic inquiries; 
■ written reviews and analyses in 

the form of state-of-the-art reports and 
technology assessments; 
■ reference resources such as hand- 

books and data books. 
Within its established scope, CSERIAC 

also: 
■ organizes and conducts workshops, 

conferences, symposia, and short 
courses; 
■ manages the transfer of techno- 

logical products between developers 
and users; 
■ performs special studies or tasks. 
Services are provided on a cost-recov- 

ery basis. An initial inquiry to determine 
available data can be accommodated at 
no charge. Special tasks require 
approval by the Government Technical 
Manager. 

To  obtain   further  information  or 
request services, contact: 

CSERIAC Program Office 
AiyCFH/CSERIAC Bldg 248 
2255 II Street 
Wright-Patterson AFB OH 45433-7022 

http://www. udayton.cseriac.edu 

Telephone (937) 255-4842 
DSN 785-4842 
Facsimile (937) 255-4823 
Gov Tech Manager (937) 255-2558 

Director: Mr. Don A. Dreesbach; 
Government Technical Manager: Dr. 
Joe McDaniel; Associate Government 
Technical Manager: Ms. Tanya Ellifritt; 
Government Technical Director- Dr. 
Kenneth R. Boff. 
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